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CitruScan: Un Enfoque Basado en
Redes Neuronales para Proteger
la Produccion de Limones

RESUMEN: Una de las principales ame-
nazas para la produccién de limén en
Meéxico son las enfermedades causa-
das por virus, bacterias y hongos. La
deteccion temprana de enfermedades
es esencial para reducir las pérdidas
econdémicas, sin embargo, los méto-
dos ftradicionales son costosos y poco
eficientes. En este trabajo se propone
CitruScan, un modelo hibrido que com-
bina redes neuronales convolucionales
(CNN) para la extraccién de caracte-
risticas con Random Forest (RF) para la
clasificaciéon de imagenes de hojas de
limén. Se empleé un dataset de 1354
imagenes (8 clases de enfermedades
mas hojas sanas), obtenidas de Kaggle,
dividido en conjuntos de entrenamien-
to, validacién y prueba. Los resultados
muestran que CitruScan alcanzé una
exactitud superior al 99%, superando a
métodos convencionales como ResNet,
MobileNet y VGG16 usados en trabajos
publicados en la literatura. Los resulta-
dos muestran la eficacia de la propues-
ta como una herramienta para el diag-
néstico temprano de enfermedades en
plantaciones de limén.
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ABSTRACT: One of the main threats to lemon production in
Mexico is diseases caused by viruses, bacteria, and fun-
gi. Early disease detection is essential to reduce economic
losses; however, traditional methods are costly and ineffi-
cient. In this work, we propose CitruScan, a hybrid model
that combines Convolutional Neural Networks (CNNs) for
feature extraction with Random Forest (RF) for the classi-
fication of lemon leaf images. A dataset of 1,354 images (8
disease classes plus healthy leaves), obtained from Kaggle,
was used and divided into training, validation, and testing
sets. The results show that CitruScan achieved an accura-
cy above 99%, outperforming conventional methods such as
ResNet, MobileNet, and VGG16 reported in the literature.
The results demonstrate the effectiveness of the proposed
approach as a tool for the early diagnosis of diseases in
lemon plantations.

KEYWORDS: Convolutional neural networks, Deep learning,
disease classification, generative adversarial networks, le-
mon leaves.

INTRODUCCION

El limon es uno de los frutos de gran importancia para el con-
sumo nacional y es uno de los productos de mayor exporta-
cion en México. De acuerdo con datos publicados por el go-
bierno de México, en 2024, nuestro pais se consoliddb como
el segundo productor y exportador de limon a nivel mundial,
solamente por debajo de la India [1]. Colima ocupa el ter-
cer lugar a nivel nacional en la produccién de limén, solo por
detras de Michoacan, y Veracruz, produciendo en el 2023 un
total de 312,047 toneladas [1].

El gobierno federal expresa que existe una serie de patoge-
nos que afectan a los citricos y que pueden ocasionar efectos
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adversos como reduccién de la produccion, calidad
del fruto o incluso la muerte de los arboles [2]. Las
enfermedades que afectan a la produccion de limoén
en México incluyen Antracnosis, el virus de la tristeza,
arana roja, enfre ofras.

Para la deteccion de enfermedades en los culfivos
comunmente se aplican tfres métodos: i) identifica-
cion visual por personas expertas, ii) analisis de ca-
racteristicas morfologicas para identificacion de pa-
tébgenos vy iii) técnicas de diagndstico molecular vy
microbiologico [3]. Sin embargo, estos métodos son
costosos, es susceptible a errores subjetivos por
parte de los expertos y se invierte mucho tiempo, lo
que puede impulsar la proliferacion de la enferme-
dad. De acuerdo con la Organizacion de las Naciones
Unidas para la alimentacién y la agricultura (FAO) las
enfermedades son responsables de pérdidas que
oscilan entre 20% y 40% de la produccion total [4].

En este contexto, es necesario implementar técnicas
de diagnostico y monitoreo temprano con el fin de
identificar enfermedades en los cultivos y evitar su
pronta diseminacion.

Con respecto a la identificacion de enfermedades
en el limon, las redes neuronales convolucionales
(CNN - por sus siglas en inglés Convolutional Neural
Networks) se han convertido en uno de los métodos
preferidos para la clasificacion y deteccion. La ma-
yoria de los trabajos hacen uso de redes neurona-
les pre-entrenadas. Por ejemplo, en [5] se utilizaron
ResNet, MobileNet y VGG16 para identificar enfer-
medades en las hojas de limon dulce. Los resultados
mostraron que MobileNet alcanzé la mejor exactitud
(89%), sin embargo, no detallaron las caracteristicas
del dataset. La limitacion del enfoque es la falta de
analisis profundo de los datos y la dependencia de
modelos pre-entrenados.

En [6] utilizaron una version modificada de AlexNet
para la deteccion de enfermedades en cultivos, mos-
trando resultados competitivos en clasificacion. Las
limitantes del articulo son el uso de un dataset redu-
cido lo que impacta la generalizacidbn en campo.

En [7] se presenta un modelo de diagnéstico de
enfermedades en hojas basado en segmentacion vy
AlexNet. La propuesta mejora la extraccion de ca-
racteristicas al reducir ruido en las imagenes. La
principal limitante es su procesamiento complejo y
sensible a variaciones de iluminacion, o que puede
afectar su aplicabilidad en escenarios agricolas rea-
les.

Por otro lado, en [8] se propuso un modelo hibrido
basado en CNN y Support Vector Machine (SVM)
para detectar niveles de severidad de cancros en
limoén, con un dataset generado en los campos de
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Punjab, India y estaba formado por 6 categorias de
severidad de la enfermedad. El modelo alcanzé una
exactitud media de 94.03%. Sin embargo, el conjunto
de datos es cerrado y los autores no proporciona
informacioén sobre la estructura del mismo, limitando
la reproducibilidad del estudio.

Los autores en [9] aplicaron modelos de aprendizaje
profundo con aprendizaje de transferencia (Dense-
Net-201, ResNet-50, ResNet-152V2, y Xception ) y
utilizaron un conjunto de datos propio. Los resulta-
dos mostraron que el mejor modelo fue Xception con
una exactitud alrededor de 94.34%. Si bien el mode-
lo obtuvo un buen desempeno, la principal limitacion
es su alto costo computacional, lo que restringe su
aplicacién practica en entornos agricolas con pocos
recursos.

Finalmente, los autores en [10] propusieron un mode-
lo hibrido CNN-SVM para clasificar 4 enfermedades
en hojas de limédn, utilizando un conjunto de datos de
4821imagenes y obteniendo una exactitud de 89.6%.
Sin embargo, a pesar de usar un conjunto de datos
amplio, su exactitud fue inferior a 90%.

Se puede observar que los trabajos previos mues-
tran resultados que rara vez superan el 94% de exac-
titud y tienen limitaciones con respecto a conjunto de
datos reducidos y costos computacionales altos.

En este trabajo presentamos CitruScan, un modelo
hibrido que combina CNN para el proceso de extrac-
cion de caracteristicas con Random Forest(RF) para
el proceso de clasificacion de imagenes. Ademas
del aporte metodologico, CitruScan tiene un impacto
préactico directo en el ambito agricola. La herramien-
ta puede ser implementada en aplicaciones moéviles
permitiendo a los productores de citricos identificar
de forma temprana enfermedades en las hojas, inclu-
SO sin experiencia previa en diagnostico visual.

MATERIAL Y METODOS

CitruScan es un modelo hibrido CNN-RF para la clasi-
ficacion e identificacion de enfermedades en las hojas
de limén. Como entradas de la arquitectura se tienen
un conjunto de datos de imagenes de hojas de limon.
La salida de la arquitectura muestra tres elementos
claves: i) una etiqueta indicando la enfermedad que se
detectd o confirmando que la hoja esta sana de acuer-
do con laimagen, ii) una etiqueta representando el re-
sultado de clasificacion que se obtuvo como resultado
con CitruScan vy i) el porcentaje de confidencia aso-
ciado con la prediccion realizada por el modelo.

Modelo de CitruScan

Este estudio propone un modelo para detectar enfer-
medades en las hojas del limon. La Figura 1 muestra
los componentes de CitruScan, compuesta por dos
bloques: i) un bloque de aprendizaje de caracteristicas
y ii) un bloque de clasificacion.
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Figura 1. Representacion de la arquitectura CitruScan.
Fuente: Elaboracién propia.
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El bloque de aprendizaje de caracteristicas recibe las
imagenes de entrada en un tamano definido de 128x128
pixeles con fres canales de colot, a las cuales se les aplico
normalizaciéon de los valores de los pixeles. La red neuro-
nal que se implementod consta de 4 capas convolucionales
con tamanos de filtros de 16, 32,64 y 128, cada una con
un kernel de 3x3 y la funcion de activacion RelLU (Recti-
fied Lineal Unit). Posteriormente, se aplica una capa Flatten
para transformar el tensor multidimensional en un vector,
a continuacion, se aplica una capa densa para reducir la
dimensionalidad y facilitar el aprendizaje de las caracteris-
ticas extraidas.

Para el entrenamiento se utilizd el optimizador Adam, se
definié la tasa de aprendizaje inicial de 0.001 el batch size
de 32. Se aplicaron 100 épocas y se utilizd el ambiente
MGPU (Multiple-Graphics Processing Unit) de colab.

El bloque de clasificacion recibe las caracteristicas extrai-
das por la red neuronal y aplica el proceso de clasifica-
cion mediante el algoritmo Random Forest (RF) Para tener
un equilibrio entre rendimiento y costo computacional se
aplicd una configuracion de 500 érboles, una profundidad
maxima de 20, y como criterio de division Gini.

Conjunto de datos (dataset)

Para el entrenamiento y validacion de CitruScan se utilizd
el dataset publico Lemon leaf disease dataset (LLDD), un
conjunto de datos con imagenes de alta calidad disenado
para entrenar y validar modelos de aprendizaje maquina
para la clasificacion de enfermedades del limon [11). El da-
taset consiste en un total de 1354 imagenes en formato jpg

con tamanos de 1000x1000 a 300dpi. Las imagenes estan
distribuidas en 9 categorias que representan 8 enfermeda-
des (Anthracnose, Bacterial Blight, Citrus Canker, Curl Virus,
Deficiency Leaf, Dry Leaf, Sooty Mould, y Spider Mites) y
la categoria de hoja saludable (healthy leaf). La distribucion
del del conjunto de datos se muestra en la tabla 1

Para garantizar una evaluacion justa del modelo, el dataset
se dividié en tres subconjuntos: 70% para entrenamiento,
15% para validacion y 15% para prueba, utilizando un mues-
treo estratificado para mantener el balance de clases.

Tabla 1. Distribucién del conjunto de datos por categoria.

Categoria Numero de imigenes
Anthracnose 100
Bacterial Blight 105
Citrus Canker 178
Curl Virus 115
Deficiency Leaf 193
Dry Leaf 186
Sooty Mould 153
Spider Mites 114
Healthy leaf 210
Total 1354

Fuente: Elaboracién propia.

La Figura 2 muestra un ejemplo de las imagenes
utilizadas para el presente frabajo.

Anthracnose

Citrus Canker

Seoty Mould

Dry Leaf Curi Virus Healthy Leaf

Spider Mites Deficiency Leaf Healthy Leaf

Citrus Canker Anthracnose

Figura 2. Representaciéon de imagenes usadas en CitruScan.
Fuente: Elaboracién propia.
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Uno de los retos mas comunes para los conjuntos
de datos es el overfitting, es decir, un problema que
hace que el modelo “memorice” los datos de entre-
namiento mas que tener un aprendizaje generaliza-
do. Para reducir este efecto, se utilizan técnicas de
aumento de datos, que incrementan el tfamano del
conjunto de entrenamiento y mejoran la capacidad
de generalizacion [12].

Los métodos tradicionales expanden el conjunto
de datos mediante la creacién de nuevas imagenes
usando las imagenes existentes aplicando transfor-
maciones como traslacion, rotacion, ajuste de birillo,
acercamiento, alejamiento, transformaciones, entre
otfras técnicas. Sin embargo, estas técnicas pueden
generar imagenes redundantes y pérdida de cali-
dad de las iméagenes.

Las técnicas recientes son conocidas como Redes
generativas adversariales (GAN - Generative Ad-
versarial Networks) [13], las cuales aplican métodos
de aprendizaje profundo incluyendo Vanilla GAN
[14], Deep Convolutional GAN [15] o Conditional GAN
[16] para la generacidén de muestras sintéticas que
mantienen caracteristicas estadisticas del conjunto
de datos original.

En este frabajo se implementd una Deep Convolu-
tional GAN (DCGAN) para incrementar y balancear
el conjunto de datos de hojas de limon. El genera-
dor incluyo 4 capas convolucionales transpuestas,
activaciéon RelLU en las capas ocultas y Tanh en la
salida. El discriminador incluyd 4 capas convolucio-
nales, activacion LeakyRelLU en las capas ocultas y
Sigmoid en la salida. El optimizados fue Adam con
tasa de aprendizaje de 0.0002 y B1=0.5, ademas
se aolicaron 200 epocas, completando un total de
3600 imagenes, balanceando las imagenes en cada
categoria a 400. La validacién de las iméagenes sola-
mente se realizd6 mediante inspeccion visual por un
experto agronomo.

CitruScan combina CNN, Random Forest y DCGAN,
lo cual se considera su principal innovacion, ofre-
ciendo ventajas frente a redes convolucionales pro-
fundas con regularizacion, incluyendo una mejora
de la capacidad de generalizacion al separar la ex-
traccion de caracteristicas de la clasificacién (Ran-
dom Forest), reduciendo el riesgo de sobreajuste
en escenarios con conjuntos de datos limitados, y
DCGAN permite un balance de las clases.

RESULTADOS

En esta seccion, describimos la configuracion del
escenario de pruebas y los resultados obtenidos en
la evaluacion de desempeno del modelo propuesto.

Configuracién
El desarrollo del modelo se realizé en Google co-
llaboratory [17], un ambiente de desarrollo gratuito
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que usa el lenguaje Python y se ejecuta en la nube.
El modelo fue entrenado con 100 épocas y se aplico
early stopping para controlar el rendimiento del mo-
delo durante todas las épocas para reducir el over-
fitting y mejorar de esta manera la generalizacion
de la red neuronal. Se definid un tamano de batch
de 32, se aplicé el optimizador Adam, la tasa de
aprendizaje inicial se configuro a 0.001, como es un
problema multi-clase, se utilizo la funcion de pérdida
cross-entropy categorical.

Métricas de evaluacion

Para analizar el rendimiento del modelo propuesto,
se utilizaron las cuatro métricas mas utilizadas: ac-
curacy, precision, recall y F1 score.

Accuracy representa el comportamiento del mode-
lo a través de todas las clases. El parametro accura-
cy se calcula como el radio entre el niumero correc-
to de predicciones entre el total de predicciones.

La precision representa la exactitud del modelo en
clasificar una muestra como positiva.

Recall mide la habilidad del modelo para detectar
muestras positivas y F1 score combina las métricas
de precision y recall para obtener un unico valor.

Ofro de las metricas que se utilizé fue la matriz de
confusion, un metodo que permite representar vi-
sualmente los resultados del algoritmo clasificador.
En esta representacion visual se desglosa el nume-
ro de instancias reales de una clase especifica fren-
te al niUmero de instancias previstas para esa clase.
La matriz de confusién se puede utilizar para calcu-
lar otras métricas de rendimiento del modelo, como
la precision y la coincidencia, entre otras.

Discusién

De acuerdo con los resultados obtenidos por el mo-
delo y que se muestran en la Figura 3, el modelo
alcanzo un 99.1% de exactitud en la fase de entrena-
miento y 99.3 en la fase de validacion

La Figura 4 muestra la matriz de confusion que el
modelo propuesto obtuvo durante su evaluacién. La
figura muestra que el modelo propuesto alcanza un
desempeno muy alto en la clasificacion de las en-
fermedades de las hojas de limoén, reflejando pre-
dicciones correctas en la mayoria de las clases y
errores de clasificacién minimos, lo cual indica una
adecuada capacidad de generalizacion del modelo.
El resultado muestra la robustez del esquema CNN
+ RF, validando su eficacia en escenarios multiclase.

La Tabla 2 muestra los resultados obtenidos con
las diferentes métricas analizadas para cada una de
las clases. Se observa que el modelo muestra un
comportamiento equilibrado en su desempeno en
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todas las métricas para cada categoria, lo que evita
el sesgo hacia una categoria en particular. El siste-
ma no solo obtiene una exactitud global alta, sino un
rendimiento similar de forma individual.
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Figura 3. Resultados de desempeno obtenido por el modelo
propuesto durante la fase de enfrenamiento y validacion.
Fuente: Elaboracién propia generada por el modelo propuesto.
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Figura 4. Matriz de confusién del modelo propuesto.
Fuente: Elaboracién propia.

Desde nuestra opinion, el desempeno alcanzado se
puede atribuir al uso como clasificador de Random
Forest en lugar de un modelo puro basado en CNN. RF
contribuye a una mejor generalizacién, lo que reduce
la probabilidad de sobreajuste. Ademas, el incremen-
to del conjunto de datos para lograr su balance logro
reducir la probabilidad de sobreajuste y una mayor di-
versidad de las categorias, que como lo muestran los
resultados se refleja en una mejora del desempeno
del modelo.

Tabla 2. Tabla de desempeno por clase.

Categoria Precision | Recall F1-score
(%) (%) (%)
Anthracnose 98.99 98.99 98.49
Bacterial Blight 100.00 100.00 100.00
Citrus Canker 98.00 98.00 98.00
Curl Virus 100.00 100.00 100.00
Deficiency Leaf 95.10 97.00 96.04
Dry Leaf 95.00 95.00 95.00
Sooty Mould 99.00 99.00 99.0
Spider Mites 100.00 100.00 100.00
Healthy leaf 97.03 98.00 97.51

Fuente: Elaboracién propia.

El tiempo invertido en el proceso de entrenamiento
fue de 5987 segundos en el ambiente MGPU (Multi-
ple-Graphics Processing Unit) de colab. Se puede ob-
servar claramente que el modelo obtuvo mejores re-
sultados que los obtenidos en los trabajos analizados
en la seccion 2 y que se resumen en la Tabla 3.
Tabla 3. Distribucién del conjunto de datos por categoria.

Trabajo Modelos usados Result? 2
obtenido
_ 0,
Reddy & Modelos pre 89%
. entrenados ResNet,
Thrirunavukkarasu .
5] MobileNet y
VGG16
Kukreja [8] CNNy SVM 94.03%
DenseNet-201, 94.34%
. ResNet-50,
Pramanik [9] ResNet-152V2,
and Xception
Gupta [10] CNNy SVM 89.6%
Modelo propuesto | CNN y RF 99.4%

Fuente: Elaboracién propia.

Por otro lado, la Figura 5 presenta la matriz de confu-
sion, la cual refleja que el modelo propuesto fue capaz
de alcanzar valores de precision del 100% para casila
tercera parte de las categorias evaluadas, una quinta
parte obtuvo valores de 99%, ofra quinta parte alcanzo
un 98% de exactitud y solamente una categoria es la
que obtuvo un rendimiento del 95%, el cual es mejor
que los valores obtenidos por los modelos con los que
se compararon.

Después del entrenamiento y validacion del modelo, el
modelo y los pesos obtenidos se guardaron como un
archivo de datos jerarquico para realizar predicciones
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con el modelo. Se utilizaron 100 imagenes aleatorias
para realizar predicciones del modelo, los resultados
se muestran en la Figura 6. Para cada prediccion, se
muestra la imagen, el resultado real, y el resultado de
prediccion junto con el porcentaje de exactitud obte-
nido con el modelo propuesto.

Pred: Sooty Mould, 100.0%
Real: Sooty Mould

Pred: Healthy Leaf, 100.0%
Real: Healthy Leaf

Figura 5. Representacion de resultados de predicciéon obteni-
dos con el modelo propuesto.
Fuente: Elaboracién propia generada por el modelo propuesto.

Aunqgue los resultados fueron buenos, existen limita-
ciones como el tamano del conjunto de datos, que,
aungue se aumento, sigue siendo un conjunto de da-
tos pequeno. Ademas, este estudio uso imagenes sin-
téficas, lo que podria generar sesgos al aplicarse en
entornos reales. Finalmente, cabe aclarar que debido
a que algunos trabajos usaron conjuntos de datos pri-
vados o cerrados, es dificil establecer un comparativo
justo. Si bien nuestro frabajo utilizé un conjunto de da-
tos publico, la heterogeneidad de conjuntos de datos
en la literatura puede sesgar la comparacion de los
modelos.

CONCLUSIONES

En este trabajo se propone un modelo hibrido basa-
do en redes neuronales convolucionales y el algoritmo
Random Forest para la identificaciéon y clasificacion de
enfermedades en las hojas del limon. La red neuronal
propuesta demostrd tener alto desempeno en la ex-
traccion de caracteristicas, permitiendo al clasificador
alcanzar una exactitud de 99%. Ademas de la exac-
titud, se evaluaron métricas complementarias como
precision, recall y Fi1-score, que confirmaron la capa-
cidad del modelo para discriminar de forma confiable
entre diferentes enfermedades.

La combinaciéon CNN+RF contribuy6 a la generaliza-
cion a diferencia de modelos basados unicamente en
transfer learning. El uso de DCGAN contribuyé en el
balanceo de las categorias, reduciendo el riesgo de
sobreajuste.

Sin embargo, el modelo tiene algunas limitaciones, in-
cluyendo que el conjunto de datos sigue siendo re-
lativamente pequeno (3600 imagenes) y se generd
parcialmente con datos sinteticos. Ademas, el modelo
solo se evalud en condiciones de laboratorio, por lo
que es necesario evaluar el rendimiento en escenarios
de campo real.
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